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GENERAL PROBLEMS OF METROLOGY
AND MEASUREMENT TECHNIQUE

ERRORS AND INCORRECT PROCEDURES
WHEN UTILIZING )(2 FITTING CRITERIA

B. Yu. Lemeshko and E. V. Chimitova UDC 519.25

It is shown that the practice of usirﬁ criteria is accompanied by errors of two types. Firstly, those
associated with the checking of complex hypotheses and with the L)ég_ Qfadistribution as the limiting

law when estimating the m parameters of the law from point samples. Errors of this type result in an
increase in the probability of errors of the first kind. Secondly, those associated with incorrect procedures
involving the choice of the number of intervals and the grouping method. It is asserted that the choice of
the number of intervals and of the method of dividing the domain of definition into intervals should be made
on the basis of the maximum criterion power for the close alternatives.

The checking of the statistical hypotheses concerning the fitting of empirical data to a theoretical distribution
law using x2 fitting criteria involves a number of conditions which ensure a correct solution of the problem.
Unfortunately, these conditions are not reflected in every source used to guide investigators. Therefore, despite its appa
ent simplicity, the practice of utilizing2 fitting criteria abounds in examples of its incorrect or ineffective use, espe-
cially when checking complex hypotheses.

An analysis of examples of the “unsuccessful” usgzairiteria makes it possible to identify two groups of caus-
es which can result in incorrect statistical conclusions. Firstly, there are the frequently committed fundamental errors in
which the use of a(i_m_l is found not to be legitimate as the limiting distribution. Secondly, there are procedures which
fail to use the possibilities of the criterion in the best way. In the first case, there is an increase in the possibility of a
error of the first kind, anx error (rejection of the correct hypothesis being checked). In the second case there is an increase
in the possibility of an error of the second kind arror (the adoption of the hypothesis being checked when an alterna-
tive hypothesis is justified).

When using fitting criteria, it is possible to check simple hypotheses of theHgriA(x) = Fy(x, 8), whereF(x, 6)
is a probability distribution function used to check the agreement of an observed sample of independent identically distributet
quantities Xy, X,, ..., X, and 8 is the known value of a parameter (scalar or vector), and the complex hypotheses
Hy: F(X) DA{ Fo(x, 8), 6 (O }, where© is parameter space. During the checking of a complex hypothesis, an estimate of the
parametei is calculated using the same sample.

The procedure of checking hypotheses usirx§ eriterion provides for the division of the domain of definition of
a random quantity intk intervals having the boundary points

Xg <X < eee <Xy g < X
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The Reason stasticsxﬁ is calculded in accalance with theelaionship
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whete n; is the umber of obsefations flling within theith inteval; R (8) = Ifo(x, 0) dx is the pobability of an obseva-
Xi-1
k k
tion falling within theith intewval; n= z n, R (8) =1. For a\alid simple lypothesisH, the limiting staistical distibu-
i=1 =1
tion G(XnZDHO) is ax2 distiibution withk — 1 degrees of feedom. Ifim parametes of the lav are estiméed from a sampling
as a esult of minimizing the(f staistics,then the stistics obgs ax2 distribution withk—m—1 degrees of feedom.When
some altemative hypothesisH, is valid, the limiting staistical distibution G(XnZEIHl) takes the érm of a noncenal )(2 dis-

tribution with the sameumber of dgrees of feedom and a nonceality paameter
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where ¢ (0) = N J'(fl(x, 6) - fp(x,0)) dx andf;(x, 8) corespond to the altedive.
%i-1(8)

It was initialy assumed thain the case of eking comple hypotheses and estittirag the paametes of an
obseved lav from a sample it as \alid to usexi_wl distibutions as the limiting distsutions ony when detemining the
minimizéion estimaes of the smiasticsxrf. It was lder poved tha an statistics also obgs axi_m_ldistribution if maximum
likelihood estimtes br grouped obsestions ae used [1-3].

Our investigations of distibutions of a gven staistics using methods of ststical modeling ien tedking com
plex hypotheses and using a maxim likelihood estimte for grouped obsemtions (with fnite sample slumes) also con
firmed the god ftting of the empiical distibutions of the stiéstics obtained tcxzk_wl distributions. In adition, our irves
tigations shaved tha thele is every founddion for using ax%(_wl distiibution as the limiting distibutions oan2 stdistics in
the case Wen the displacement and scaleapagtes of the obsered lavs of the andom quantities arfound to be in the
form of linear combintions of sampled quantilek éstimdes [4] and optimall estimaes [5]).

When carying out these westigetions, use vas made of a pgram system [6] and its subsequeatsions [7] and
[8] in which a seies of citeria was implementedof cheding the ftting of the empiical distibution to a theatical model:
the)(2 Pearson,likelihood elaionship,Kolmogorov, Smimov, «? andQ? Mises,and Nikulin citeria. Hee and belw, when
the tem “good ftting” is usedwe imply tha for all the citeria the signiicance lgel adieved as deined ty the eldion-
ship

P{S>S}= Ig(s}|0)ds,
2

wher S is the \alue of citerion stdistics calculéed from the obsaed sample and(stH,) is the limiting distibution den
sity of the sttistics of the caresponding dterion when the fipothesisH is valid, is very high,i.e., P{S> S*) >0.6-0.9.
For example Fig. 1 gves the esults of modeling the digbution oan2 stdistics when calculéing the optimal est
maes [5] of two paametes of a nomal distibution for a umber of intevalsk = 5. Also shavn are an empical stdistical
distribution functionG(XfDHO), constucted as aasult of modelingand the function of a the«airical)(z2 distribution. The
significance leel adhieved P(S> S*} when deding the ftting is shavn in Table 1,for eat of the citeria used
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Fig. 1. Empiical staistical distibution functionG(XnZDHO) and
theoetical )(22 distribution function.

TABLE 1. Achieved Signifcance Leel

Criterion P{S> S*}
Likelihood elaionship 0.7623
Pealson)(2 0.7615
Kolmogorov 0.8908
Smimov 0.6628
Mises w? 0.8268
MisesQ? 0.6667

We assume théehe use ob(zk_m_l distibutions as limiting distbutions poves to be justiéd, and when using a
seies of other estintas poviding for the gouping of obserations and in pdicular when fnding estimées ty minimizing
modified an statistics [9]:

k
modxr? z (n, —nP(e))

where we replacen, by 1 if n; = 0 as aesult of minimizing the Hellingr distance [9]:

K
Hp = arccosz J(y /MR (®),

we find as a esult of minimizing the KlI'bak—Leider divergence (the Kl'bak—Leilder informaion) [9] tha

k
S =) R@In[RO)/(n /n)].
1=1
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Fig. 2. Distibution functionG(XﬁDHo) for asymptoticall optimal and equgbrobability groupings.

The asymptotic of the ppeties of these & equvalent to those of a maxum likelihood estimte from gouped
obsevations and to estintas minimizing the)(n2 statistics. The esults of a stistical modeling confmed th&lthexn2 statis-
tics also obg xi_nH distributions when using theigen estimges.

If, however, one seeks pameter estimas flom point samples @m the initial ungouped obsestions) thenthe
limiting distributions of the Xstaistics ae notxi —m-1 distributions Moreover, the distibutions of thexn2 staistics become
dependent on he the domain of défition of the andom quantity is gided up into interals [10]. Rgure 2 illustrates hav
the staistical distibutionsG(anDHo) appear vhen using a maxiom likelihood estimte from point samples comped with
X2l<—m—1 distiibutions. Fgure 2 gves theG(anDHo) distibutions br asymptoticail optimal gouping (AOG) [11-13] anddr
division into intevals of equal prbability (EPG) in the case oheding the ftting to a nomal distibution by estimding two
of its pammetes and or k = 5 intewvals. When estimtng the paametes of the namal lav from a gouped estimi, theXn2
statistics would obg a x5 distribution in this case Figure 2 shavs thd the sttistical distibutions Gyog(X2H) and
GEPG(XnZDHO) differ very consideably from a)(z2 distribution. Ignomg this fact in pactice ofterdeads to an unjustéd devi-
ation of the lypothesis beinghededand to an in@ase in the pbability of errors of the frst kind

Unfortungely, mary examples containinfundamentakmrors of gplying x2 criteria when using maximm likeli-
hood estimtes flom point samples or estites using the method of moments can be citédt least this is)plained ly the
fact tha sud erors ae frequenty contained in edudi@nal literature aimed a wide cicle of reades [14,15] and ae cir
culaed in textbooks and lecter couses. Attention is not alays paid to this Wen pocessing measement inbrmation and
investigating the distibution lavs of measwement erors [16].

Among citeria of the)(2 type a ciiterion exists which males povision for calculding maxinmum likelihood estimtes
from point samplesThis is a unique derion of its kind since it is the oplone of the knan ciiteria which possesses the
propety of “freedom fom a distibution” when dieking comple hypotheses.This citerion was poposed i S. M. Nikulin.
Nikulin )(2 stdistics [17—-20] difer from an stdistics for complex hypotheses.The limiting distibution of this stéstics is an
ordinary xi_l distribution (the mimber of dgrees of feedom is indgendent of theumber of estimi@d paametes!). In this
casethe unknavn paametes of the distibution F(x, 6) must be estimad fiom the oiginal point sample using the method of
a maxinum likelihood estimte. The \ectorP = (P, ..., Pk)T of the ppbabilities of falling within intewvals is assumed to be
given and the boundas of the interals ae defned ly the expressions(8) = F™ (P + ... + P)), i =1, (k=1).

This stdistics is of the drm [17]

Y2(8) = X2 + nta' (B) A(B) a(6), (3)

where an is calculded in accadance with Eq(1). The elements and dimensionality of thetrixa
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are detemined ly the estimted components of thesgtor of the pametes 8 andJ(6,, ej) are the elements of the mna
tion matrix

A(®) = é[](e“e )- z

Dalnfo(xe)alnfo(xe)
J(G)—a’D % 2, fO( B)dxan ,

xm

a(8)) =Wwg,1ny /Py + ... +wg,n /Py are the elements of theestora(B), the quantitiesvg; are defned ty the elaionship

9O, ¢ 1%y (0).0) 25229

=~Tol4 9.0 759 28,

When a competingypothesis is coect,the Yn2 stdistics, as the IimitingG(YnzDHl) stdistics, obeys a noncengd
X2k_1 distribution with a noncenality pamameter

$(0)= Z a® ) +dTOA©)d(), @

where d(6) is a \ector with elementsl(8;) = Wg 1C;/Py + ... +Wg, G /P

The distibutions G(YnZDHO) andG(YnZDHl) of the Nikulin stéistics ae piactically indgpendent of the method of
dividing up the domain of digiition of the mndom quantity into inteals [21]. The paver of the Nikulin citerion is higher
than the pawer of the RRaison citerion for dose altenatives. This signifes tha its paver is better dr distinguishing lbse
hypotheses.

The pactical goplicaion of the Nikulin citerion involves somehat higher computigonal costs thiethe Realson)(2
criterion. In adlition, calculdion of the stéstics of Eq.(3) when dedking a specit hypothesis equires the user to car
out cetain mahemdical opegtions,and this can e to be ather ldborious. The iecommended &y out is to ceae gpro-
priate software and to intude it in a softvare systemdr stdistical anaysis poblems,as was done in [78]. In the fnal anal
ysis, this tums out to be justiéd by the emakable propeties of the dterion.

All that has been saichave concening the pevention of fundamental \ors is diected areducing the mbability of
erors of the irst kind But one can also speak ofas of the second kind conaémg an incease in the peer of)(2 criteria.

When utilizing)(2 fitting criteria, the ambiguity in consticting and calculing the stéistics is assoctad with the
choice of the nmber of intevals and with the ay in which the domain of défition of the andom quantity is gided up
into intewals (with the boice of the boundgrpoints of the interals). Sub arbitariness is eflected in the stéstical prop-
etties of the itting criteria used andn paticular, in the paver of the citeria regarding their &ility to distinguish tose com
peting lypotheses. It isvident tha the doice of the amber of intevals and the method of\dding up the interals should
be perbrmed on the basis of @riding the maximam paver for the citerion emplged However, neither the egulaion doc
uments nor the soces of liteature devote dtention to this.

The method of uping eerts a paticulay strong influence on the limiting distiution G(XfDHl). It was shan
in [11-13,22, 23] tha Pealson)(2 criteria and lilelihood elaionships [24] used hen dhedking both simple and comple
hypotheses ha the maximm paver ajainst dose altenatives if the domain of dafition of the mndom quantity is dided
up into intevals in sub a way tha thete is a mininum loss of ksher inbrmaion concening the paametes of the lavs cor
responding to thel, hypothesis (asymptoticalloptimal gouping). The smaller the losses oisRer inbrmation associted
with the gouping of the de, the lager is the paameter of noncerdtity defned by relaionship (2). Quite a wide bgdf
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Fig. 3. Deoendences of peer of Féalson)(2 criterion on rumber of intevalsk and sampling @umen for n = 500 and 50004,
n =300 and 2000k, n = 200 and 800q) for equalprobability (EPG) and asymptoticglloptimal (AOG) goupings.

constucted thles of asymptoticajl optimal gouping minimizing the losses ofdher inbrmation is gven in [11,23] for
specifc distribution lavs. The asymptoticayl optimal gouping tdles (58 thles) ae accessile to reades of the jounal on
it website When consticting these fales, the deteminant of the Kher inbrmation marix was maximied for grouped
obsewations. This marix is defned by the elaionship

k

Jr(e)zz

1=1

OR()ITR(6)
RO)

The use of asymptoticglloptimal gouping br a ixed rumber of intevals povides the maximam paver for dose
hypotheses.

An investigation of the distibutions of Nikulin Yr? staistics, which differs from Xr? staistics ony for comple
hypothesesshaved tha both G(YnZDHO) andG(YnZDHl) depend to a minor dgee on the guping method [21]. Maover,
our investigations shaved thd, as egards the geaest paover, the diding up into intevals of equal prbability (equakprob-
ability grouping) poves to be mferable. Once gain we emphasiz thd the Nikulin type of)(2 criterion is moe pawverful
than the Basonx2 criteria and the liklihood eldionships.
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The paver of)(2 criteria is a stong function of the umber of intevalsk. It has long been kmm [25,26] thd the
power deceases if theumber of intevalsk is increased bgond a cetain value Geneally speakingan optimal @alue of the
number of intevals can be selectedrfeat pair of altenaives. This rumber dpends on the spetifpair of altenaives,
the gouping methodand the samplingalumen. Quite a lot of empical formulas,an etensie list of which is gven in
[16], have been prposed ér detemining the mimber of intevals. In deiving and constrcting thesedrmulas,reliance vas
placed on aiious requirmentsbut neser on the equirement of maximm paver. Utilizing these érmulas, different ec
ommended nmbes of interals ae obtained Wich increase as theolume of samples ineases These nmbes ae far from
optimal and most &quenty are considaable overestimaes.

Knowing the limiting distibutionsG(SH,) andG(SH,) of the stéistics S, one can estima the paver of the cor
responding dterion for ary given signifcance lgel a, consideing it to be a function of theumber of intevalsk for a gven
sampling wlumen. In [27],an investigation of the paver of Rraison and Nikulin dteria was made angfically and ly sta
tistical modeling methodss a function of andk, the esults of the anglical calculdions tuning out fully to confrm the
estimdes of the paer obtained on the basis of the modeling

The paver for )(2 criteria can be calcutad in accadance with thexgression [28]

j 2
-B=P(dT,0) = Z () jy) y (5)

wher s is the noncenglity pamameter detenined lty relaionships (2) and (4)(a, r) is the (1- a)-percent point of the(f
distribution withr degrees of feedom @ is the speciéd pobability of an eror of the frst kind 3 is the pobability of an
error of the second kind)All the power functions gzen belov were constucted br a signifcance leel ofa = 0.1.

Figure 3 gives functions of theeFasuson)(2 criterion powver as a function of theumber of intevalsk for equalprob-
ability and asymptoticayl optimal goupings 6r sampling elumesn of 500 and 5000xhen diedking a simple hipothesis
for fitting an eponential lav [Hy : fy(x) = Oexp{-6x} for 6 = 1; as gainstH,: f;(X) = 8exp{—6x} for 6 = 1.05]. In both
casesthe paver falls with an incease irk, but the &ll is geder for the asymptoticall optimal gouping than it isdr the
equatprobability grouping

In a similar vay, Fig. 3b gives functions of theeFéuson)(2 criterion paver as a function of theumber of intevalsk for

E (x- 90) E
61\,2 E 261 E

n equal to 300 and 200@hen hieking a simple ipothesis dr fitting a nomal law [ Hy : fo(X) =

for 6, = 0 andB, = 1; as gainstH,: nomal law for 6 = 0.05 and, = 1.05].
Figure X gives functions of the%uson)(2 criterion paver when diedking a compl& hypothesis ér fitting aWeibull

ox0t  HoxO°F
exp ?E.TH [ was considerd with8; = 3 andd; = 2 as vell as a vse alter

distribution. A hypothesis Hg : fo(X) =
1

ndive, the Nikulin distibution, H, : f;(x) = 25 o (x-6 ) exp%—ﬁ x-8 DZ% for By =1.5485,0; = 1.7595,
1- 1% = Y2 OH— b 0~ 1=
r(8o) ﬁﬁ H

H
and6, = 0.1605.
Figure 4 illustetes the behaor of the paver function of a lé’alson)(2 criterion when using equagbrobability group-

ing and dedking a typothesis dr fitting a nomal lav

1 E (X 90) E
Ho: fo(X)——lr expho——>5— 291 %.

when a lgjistic law close to it is consided as an altegtive:
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Fig. 4. Deendences of peer of Nikulin )(2 criterion for equalprobability
grouping on mmber of intevalsk and sampling @umen.
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10007 B e s B 5TOPE 6.

with paameter alues6, = 0 and6; = 1.

Once @ain, we emphasig tha the esults of a stistical modeling of the distiution functionsG(§,0H,) and
G(§,0H,) for Sstéistics of the consided )(2 criteria gve estimées of the paver which ae ety close to the calcutad \al-
ues of the pwer functions @/en ty relaionship (5).

The aility of any staistical ciiteria to distinguish ypothesesi.e., their paver, increases as the samplinglume is
increased For smalln, it is very difficult to distinguish a pair oflase typotheses since the distitions G(STHg) and
G(SH,) tum out to be ery close Any practitioner can note thzfor smalln, fitting hypotheses can be adopted with equal
success with a ole seies of considably diffeing models of the distrution lavs. Therefore, ary gain in paver on
account of the coect gplication of the citerion for small sampling ®umes is especigllvaluadle.

Let us s§ a few words concaming adoption of a solutiondm the esults of beding hypotheses. In the widesad
practice of stistical anaysis,one usuall compaes the calculad \alue of sttistics S with critical stdistics §, for a gven
significance leel a and a mll hypothesis ise&jected ifS > S,- The citical valueS,, defined ky the equion

oo}

a= J’g(s}lo)ds
&

is usualy taken from the coresponding stastical teble.
Naturally, more information concening the dgree of ftting can be dawn from the pobability that the \alue

obtained posslly exceeds the stistics for a tue rull hypothesis: P(S> S*} = Ig(sﬂﬁo)ds. This piobability is sometimes
S*

called the #ainable significance lgel. It is this vhich males it possike to judg hav well a sampleifs a theoetical disti-

bution, since it essentiaflrepresents the pbability of a true rull hypothesis. The lager the alue of P{S> S*}, the better

It is this which detemines the dgree of our conflence as to tether the mposed model of thewais the tue one A fit-

ting hypothesis rast not be gjected ifP{ S > S*} >a.
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We theefore ecommend Wwen dedking ary hypotheses to adopt a solution on the basis of #wevbund br
P{S> S*}. For this,one can either util tables of the caesponding disibution or some stastical software pakage.

Thus,when usingx2 criteria and stiving to piovide corectness of the diatical condusions br processing mea
surement inbrmation atention should be dicted to thedllowing three factos.

Firstly, from what kind of dda the estimi@s ae calculéed when thedking comple hypotheses. Limiting(f(_anl
distiibutions br F{=zauson)(2 criteria can be used onlwhen estiming paametes from gouped obsemtions. If peference
is gven to maxinum likelihood estimtes fom point obsertions then it is best to utikzthe Nikulin citerion. When using
the th:alson)(2 criteria and likelihood elaionships in this situ#on, one nust iemember thiathe pobability P{)(2 > an} cal-
culated in accadance with the(zk_m_1 distribution tuns out to be an undestimae compagd with the tne one

Secondy, how the domain of défition of the andom quantity is gided up into interals. The use of asympteti
cally optimal gouping maximies the pwer of Reaison )(2 criteria and the liklihood elaionships with espect to lose
hypotheses in the case of simple and compigotheses. In alition, the use of asymptoticglloptimal gouping tdles
[11, 23] also &cilitates the calculion process wing to thd fact tha they contain alues of the mbabilities of falling with-
in an inteval. In the case of the Nikulinitgrion, one can utiliz either asymptoticalloptimal gouping or equaprobabil-
ity grouping

Thirdly, how the rumber of intevals is ©i0sen. The doice of too lage a umber of intevals results in a deease
in the paver. The optimal mmber of intevals k depends on the samplingpumen and on the spedd pair of typotheses
HyandH,;. Most frequenty the optimal alue ofk tums out to considebly lower than the alues ecommendedybvarious
regulation documents and speeifl by the set of empical formulas gven in [16]. The maxinum paver of citeria for a gven
sampling wlumen is frequenty attained with the mininam possike or quite a smallumber of intevalsk (see kgs.3a and
3b). If a speciit pair of altendives is of integst with espect to Wwich it is often necessato adopt a solutiomgne should
utilize relationship (5) in oder to ti0ose the optimalumber of intevalsk for a gven sampling @lumen. If this pioves to
be dificult, one canely on tles of asymptoticafl optimal gouping [11,23] for choosing the amber of intevals, choos
ing kin sud a way tha the expected nmber of obsesations falling within ary intewal for the asymptoticatl optimal goup-
ing should not beary small:nP, > 5-10. Pactice indictes thain this case theumberk usualy tums out to belose to the
optimal rumber

By sdisfying the frst conditionwe shall hae the possibility of gcisel calculding the \alue of the dterion cor
responding to a spei@fl manitude of the mbability o of an eror of the frst kind (or of calculéng the dtainable signii-
cance leel for the limiting stéistics distibution G(STHp). Having selected the optimalmber of intevals and the optimal
division into intevals,we obtain a maximm paver citerion which best distinguishes spdcitompeting kipotheses (jr
vides the minimam piobability 3 of an eror of the second kincdbf a dven pobability o of an eror of the frst kind).

In condusion we note thafrom dily 1,2002 Gossandat Rossii is putting into opation the ecommendidons pe-
sented in GOSR 50.1-0332001 on the use ()@2 criteria, as pepared utilizing [23] and the tast esults of inestigtions.

The work was caried out with the ihancial suppdrof the Russian Fund of Fundamental Rededpmject
No. 00-01-00913).
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