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Abstract. Using methods of computer simulation it has beleows that when checking
composite hypotheses the distributions of staistit nonparametric goodness-of-fit tests depend
not only on the lawF(x,8) , corresponding to hypothesid,, but also on the method of estimating

the paramete®. It has been shown that tests have a maximum pewen using maximum
likelihood method.

With usage of goodness-of-fit tests the simple tiypses of the fornH,: F(x) = F(x,8),
where F(x,68) - the cumulative distribution function, with whide checked goodness-of-fit of
observed sample§ - known value of the parameter (scalar or vecipr@gand composite hypotheses
H,: F(x)=F(x,0), whered - the estimate of the parameter calculated froenséime sample (if

an estimated is calculated from other sample, a hypothesisinmle) can be checked. During
check from the sample the vall® of used criterion statistics is calculated. Furthe make
conclusion about that, to accept or to reject aottygsis H,, it is necessary to know a conditional

distribution G(QHO) of statisticsS when H, is valid. And if probability
P{S>S} = jq 4H) ds
=

is large enough, at leaf®{S>S} >a, where g(#HO) - conditional density, andx - given
significance level (probability of an error of fifkind - to reject a true hypothesid4,), there is no
reason to reject a hypothesh$ . If during the analysis of sample the alternatide is considered:
F (x)=F,(x,8), it is connected with conditional distributidB(ﬁHl) and probability of an error
of second kind(3 (to accept a hypothesi$l, , while the hypothesisH, is correct). The
representation ofx for a used goodness-of-fit test also uniquely raeitees 3 :

o= [g(dH)ds, B=[g(dH,)cs.
S, 0

In this case the more is the power of criteribA 8, the better it distinguishes appropriate
hypotheses.

Nonparametric goodness-of-fit tests (KolmogorovisiBov's test, Cramer-von-Mises tests) have
property of " freedom from distribution ". But whelistribution's parameters are estimated those
tests lose that property. First, dependence ofsstat distributions on the law's form was noted in
[1]. Since then many publications were devotedhie problem. However solution was received
only in particular situations.

In papers [2, 3] with a help of computer analydistatistics’ distributionsG(S|H0), where

S is corresponding statistics{ ,: F(X) = F(x,é) is basic hypothesisé is parameter estimate,
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were constructed simple and sufficiently exact agnations forG(S|H o) with the different laws
of random variableF(x,0) and maximum likelihood method of parameters edtona

Further studies have shown that distributions ofpamametric tests' statistics when checking
composite hypotheses essentially depend not onlyhenlaws formF(x,8), on the estimated

parameter's find, on the number of estimated paes)en the specific parameter's values, but also
on the method of estimating.

In the present moment the problems of applicatibmanparametric goodness-of-fit tests when
checking composite hypotheses in connection witirdition in methods of estimation are not
reflected in the scientific publications. Russiard anternational standards of statistical method’s
applications don't contain recommendations to appbn of nonparametric tests when checking
composite hypotheses. Therefore application of ghi@sts in practice often leads to incorrect
conclusions.

The distributions of statistics of nonparametricogwess-of-fit tests when checking composite
hypotheses depend on character of this composgethgsis. The law of distribution of a statistic

G(QHO) is influenced by a lot of factors, determining rigaexity” of a hypothesis: the form of
the observed law of distributiof (x,8), appropriate to a true hypothesk, ; the type of the
estimated parameter and the amount of estimateaineders of the lawF(x,06), and in some
situations a specific value of the parameter, asage of gamma - distribution; a used method of
parameter’s estimation. For small sample sigethe distributionG(§|HO) depends also on from
n. Though truth essential depedence frams observed only for small sample sizes.

Using methods of statistical simulation, we reseadchow the size of observed sample tells on
distributions of statistics of nonparametric goahef-fit tests for simple and composite
hypotheses. As things turned out alreadyiat 15+ 20 the distributionG(31|HO) is close enough

to limiting G(QHO) , and the dependence from can be neglected.

In case of giving a specific alternative (competmgpothesisH,, to which distributionF,(x,8)
corresponds) cumulative distribution function of ssatistic G(ﬂHl) also depends on all

enumerated factors. Moreover as distinct fr@(‘dHO), the distribution of a statistiG(QHl)
with a true hypothesidH, very strongly depends on the sample sizedue to this fact the ability
of criteria to distinguish close hypotheses inceeagh growth of n the power of criteria increase.

In present work applying the methods of computenutation we researched distributions
G(S|H0) and G(QHI) of statistics of Kolmogorov’'s test an@® of Mises in case of usage of
various methods of estimation for various la®éx,0) , most frequently used in applications.

In criteria such as Kolmogorov’s test (Kolmogoromi#hov's test) most frequently is used the
following statistic [4]
S = 6nD, +1
6/n
i i-1 .
where D, = max(D, D, ), D, = {na{ﬁ— F & e} D, = Lma{d: X 0 }T} ,n - sample size,

X, X,,...,X, - Sample values, ordered by increasgx) - function of the law of distribution,

n
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goodness-of-fit with which is checked. The disttibn of variable S, for simple hypothesis in a
limit obeys the Kolmogorov’s lawk (S) [4].

Statistic w* of Mises'’s test (Cramer-von-Mises-Smirnov test)
1 9 2i -1\
=N 2= + F(x JE—
Sw wn 12n i:]_{ (Xl ’e) 2n }
with a simple hypothesis obeys the distributiai{S) [4].
Distributions of statistics in this case were comgavhen using of maximum likelihood estimates

(MLE) and MD-estimations. When evaluation of MDigsitions appropriate distance between
empirical and theoretical distributions is minimdzéVhen using a statisti§, as an estimate of

the parameter vecto8 the values minimizing this statistic are selectel= arg nginSK
(MD-estimation S, ). Similarly, when using a statisti§, it (MD-estimate S,) is minimized on

8: B=arg rrelinSw.

In fig. 1 the distributionsG(31|HO) of Kolmogorov’s statisticsS, are represented when checking

a composite hypothesis with usage of maximum kiagd method for estimation of two parameters
of the law, corresponding to a hypothesiH, (1 - normal with density

f(x)= —0J12_11 exp{— (Xz_;zl) }

f(x) = 035 exp{— ﬂ(;i/-_su)} / {1+ exp{— n(;(\/_gu)H , 3 - Laplace f (x) :e—;e‘e“‘el, 4 - least

1 x—0 X—0 . . 0
value f(x) :e—oexp{ 3 1 ex;ﬁ o, 1)} 5 - Cauchy with densityf (x) = {62 +(>(<)‘91)2] . In

fig. 2 the distributionsG(Sn|Ho) of the same statisti&, are represented when checking the same
hypotheses, but with usage of MD-estimatgs

2 - logistics

: B — b o LT
2 ,.f:f"?/’/ 3 m,/?“
0.9 T 0.9 g
4. A l\fg
0.8 f},/; 0.8 2\/{: 4
feid /
.7 oy 0.7 i{f
i #
0.6 by 0.6 J;.-
A )
0.5 .’]f‘!.'f 0.5 ¥
g4 (&) E(S)
0.4 = 0.4
.’ﬂsf’ 3 f
0.3 i 0.3 /
iif
0.2 #i 0.2
FE5
0.1 0.1
: j/
°
o (i} 0.2 0.4 0.6 o.8 1 1.2 1.4 1.6 “ o 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

In fig. 3 the distributions of a statistis, for similar hypothesedH, are presented while using
MLE, and in fig. 4 - while using MD-estimates mirigimg a statisticS, on parameters.

When using of MD-estimates minimizing a statistit aiterion, the empirical distributions
G(Sn|H0), corresponding to various hypothesds, have a minimum scatter, that allows to speak

about a certain “freedom from distribution” of erita. If we base only on this fact, it would seem,
that only such methods of estimation should beiappivhen checking composite hypotheses.
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However research of a power of considered critieniavarious methods of estimation has shown,
that the nonparametric criteria with close altexest have maximum power in case of a parameter

estimation by maximum likelihood method. In fig. distribution G(Sn|HO) and distribution
G(Sn|Hl) of the statisticsS, of Cramer-von-Mises-Smirnov’s test are represemtepending on
n for composite hypothesisH, - normal distribution,H, - logistic) with n = 20, 100, 500,
1000, when using MLE, and in fig. 6 - when usingvid-estimatesS .
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In the work the distribution$(S|H,) and G(ﬂHl) for various hypotheses$i, and various close

H, were researched depending on sample size. Orr¢heds of the obtained results development

of “Rules for checking goodness-of-fit of expeged distribution with theoretical one” when
checking composite hypotheses with nonparametsis teecomes possible.
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