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Abstract: In this paper there are presented results (tables of percentage points and statistic
distribution models) for the nonparametric goodness-of-fit tests in testing composite
hypotheses using the maximum likelihood method for parameters estimation for Generalized
Weibull Distribution law. Statistic distributions of the nonparametric goodness-of-fit tests
are investigated by the methods of statistical simulation.
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1  The family of Generalized Weibull Distrbution in Reliability
Let as consider the sample X =(X,,X,,...X, )T, we say that X, follow the

generalized Weibull distribution (GWD). The density function of the law is
defined by:

0 AW ST
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where x>0, 6,, 6,, 0, >0. The family (1) defines a set of different laws.
Special cases of Generalized Weibull Distribution are: 6, =1 — the family of

Weibull distribution; 6, =1, 6, =1 — the family of exponential distribution.

F(x;@o,el,ez):l—el[l{ezj ] .

The hazard function of GWD can be monotone increase (6, >1, 6, >0, and

The distribution function is

6,=1, 6, <1), monotone decrease (0<6,<1, 6,<6, n 0<06,<1, 6,=0,),
(1 — shaped (0, >0, >1), U—shaped (0 <0, <6, <1) and we have:
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The Generalized Weibull distribution used in reliability and survival tasks along
with lognormal distribution and inverse Gaussian distribution. As usual, in
construction the models of laws for real observed random variables it is difficult to
discriminate one laws from another and choose one of them. To certain degree
these difficulties related with restricted facilities of application nonparametric
goodness-of-fit tests with unknown statistic distribution for verification of
composite hypotheses concerning GWD.

2 Nonparametric goodness-of-fit tests in verification single and
composite hypothesises

One of the most popular statistic analysis problems in handling the results of
experimental data is verification the agreement experimental distribution and
theoretical one. There exist the verification of single hypothesis and composite
hypothesis. Single hypothesis has the form H;: F(x)=F(x,0), F(x,0) is
probability distribution function, 6 is known parameter value (6 is scalar
parameter or vector parameter). In the case of single hypothesis marginal statistic
distribution of nonparametric Kolmogorov, ’ Cramer-Von Mises-Smirnov, Q’
Anderson-Darling goodness-of-fit tests do not depend on view of observed
distribution law and parameters values. These goodness-of-fit tests are “free from
the distribution”

Composite hypotheses has the form H;: F(x)e {F(x,0), 0<®}. In this case

the estimate of distribution parameter 6 is calculated by the same sample, the
nonparametric Kolmogorov, ®’ Cramer-Von Mises-Smirnov, Q° Anderson-
Darling goodness-of-fit tests lose the property called “free from the distribution”.
In Kolmogorov goodness-of-fit test the value
D, =ﬂ1p|F,,(x)—F (x,0)],
<o

where F (x) is the empirical distribution function, # is the sample size, is used in
Kolmogorov test characterized a distance between the empirical and theoretical
laws. In testing of hypotheses used a statistic with Bolshev correction [1] in the
form [2]

_6nD, +1

Sy =—7r—,
K 6\/;

where D, =max(D,,D,) ,

3)
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. i1
D’ = rlnax{i—F(xi,e)} , D, = I]nax{F(xi,G)—l—} ,
<i<n n <i<n n
n is the sample size, x,,x,,...,x, are sample values in increasing order is usually
used. The distribution of statistic (3) obeys the Kolmogorov distribution law K(S)
[1] in testing simple hypotheses.
For verification of ’ Cramer-Von Mises-Smirnov goodness-of-fit test is used a
statistic of the form
2
} , “)

1 n
S =nw?=—+ F(x,,0)—
¢ " 12n ,Z:‘{ (x:,9)

and in test of Q> Anderson-Darling type [3, 4] the statistic of the form

2i—1
2n

2 2i—1 2i
S,=-n-2 InF(x.,0)+|1—

-1

jln(l—F (xi,e))}- )
n
In verification a simple hypothesis statistic (4) obeys the al(S) distribution and
statistic (5) obeys the a2(S) distribution (see [1]).
In verification of composite hypotheses the conditional distribution law of the
statistic G(S |H0) is affected by a number of factors: the form of the observed law

F(x,0) corresponding to the true hypothesis H; the type of the parameter

estimation and the number of estimated parameters; sometimes it is a specific value
of the parameter (e.g., in the case of gamma-distribution and beta-distribution
families); the method of parameter estimation. The distinctions in the marginal
distributions of the same statistics in testing simple and composite hypotheses are
so significant that we cannot neglect them.

The paper [5] was one of the first in investigating statistic distributions of the
nonparametric goodness-of-fit tests with composite hypotheses. Then, for the
solution to this problem, various approaches where used [6, 7], [8-10], [11, 12],
[13], [14], [15-16], [17], [18, 19], [20], [21, 22].

In our research [23-28] statistic distributions of the nonparametric goodness-of-fit
tests are investigated by the methods of statistical simulating and for constructed
empirical distributions approximate models of law were founded. Obtained results
were used for developing of recommendations for standardization [29]. Precise
models of statistics distributions and the tables of upper percentage points
presented in [30-34]. The comparative analysis results of power of goodness-of-fit
tests in verification a single and composite hypothesis are presented in the paper
[35-37].
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3 Distributions of statistics of the tests in the case of verification composite
hypotheses concerning generalized Weibull distribution

In the case of verification composite hypotheses concerning Generalized Weibull
Distribution the distributions of statistics G(S |HO) for nonparametric goodness-

of-fit tests depend on specific values of shape parameters 0, .
In the fig. 1 you can see the behavior of statistics distribution S, in testing

composite hypotheses for family (1). In the case when two parameters are
estimated by MLM (fig. 1) you can see the following: with the growing of values

of parameters 0, the distribution G(S |H o) shifts to the right.

In the case when three parameters are estimated by MLM you can see the next:
when the values of shape parameter are grow up till 0, =2 the distribution

G(S |H0) is shift to the left. With the following growth of values of shape

parameter the distribution G(S |H ,) shifts to the opposite direction, to the right.
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Fig. 1. Statistic distributions (5) of Anderson-Darling goodness-of-fit tests in
composite hypotheses testing concerning family (1). MLM is used for estimation

two (6, and 6, ) parameters.

Percentage points obtained by statistic modeling and the models of marginal
statistic distributions of Kolmogorov, Cramer-Von Mises-Smirnov and Anderson-
Darling tests were computed for the values of shape parameter 6, = 1.0 with MLM
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used for parameter estimation are presented in table 1. Similar tables are
constructed for the values of shape parameter 0,=0.5,2,3,4,5,6,7, 8.

Distributions G(S|HO) of the Kolmogorov, Cramer-Von Mises-Smirnov and the

Anderson-Darling statistics are best approximated by the family of the III type
beta-distributions with the density function
x—0, ! 1_x—64 ot
0 0

o |
B3(60761592763794) =

0,B(9,,6,) _g P
3P W Yy |:l+(92_1)x 94:|
3
or by the family of the Sh-Johnson distributions
2
$b(0,.6,.0,,0, ) = 9.9, expl—L| 0, —0,In—"%
o (x—8,)(0,+6, —x) 2 6,+6,—x

The tables of percentage points and statistic distributions models were constructed
by modeled statistic samples with the size N =10°. In the case when N =10° the
deviation the empirical p.d.f. G, (S |H0) from the theoretical one is less than 107.

In this case the values of statistics of goodness-of-fit- tests were calculated using a
samples of pseudorandom variables which belong to F(x,0) with sample size

n=10. For the such value of » statistic p.d.f. G(S, |H0) almost coincides with
the marginal p.d.f. G(S|HO) .

Table 1. Percentage points and models of limiting statistic distributions of the
nonparametric goodness-of-fit test when MLM is used for parameter estimation (for 0, = 1)

Parameter Percentage points
. d Model
estimate 09 | 095 | 099
for Kolmogorov’s test
0, 1.181 1.316 1.585 | B;(6.9734,4.8247,5.3213, 2.3800, 0.2690)
6, 1.083 1.196 1.425 | B, (4.6425,6.6688,2.8491, 2.2246, 0.3200)
0, 0.994 1.092 1.290 | B, (6.2635,7.1481, 3.2059, 2.0000, 0.2800)

0, 0.874 0.954 1.117 | SH(2.4299, 1.8866, 1.7504, 0.2598)

0
6,. 96, 0.823 0.893 1.033 | B;(5.8989,7.5040,2.4180, 1.3724, 0.2800)
0, 0.815 0.883 1.023 | $H(2.4499, 1.9720, 1.6016, 0.2486)

6,.9,.6, 0.758 0.820 | 0.946 | Sh(2.3012, 1.9386, 1.3863, 0.2464)
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for Cramer-Von Mises-Smirnov’s test

0, 0.320 0.431 0.706 | B (2.2422,2.2970, 16.4663, 1.6500, 0.0130)
6, 0.227 0.295 0.464 | B, (5.3830,2.6954,40.5199, 1.6450, 0.0050)
0, 0.174 0.221 0.336 | B, (3.6505,3.2499, 16.5445, 1.0000, 0.0100)
0,, 6, 0.117 0.144 0.209 | Sb(3.8667, 1.4603, 0.7583, 0.0059)
0,, 0, 0.102 0.123 0.174 | B, (12.2776,4.1107, 27.2069, 0.4875, 0.0000)
0,, 0, 0.103 0.127 0.182 | B, (4.7144,4.6690, 10.8816, 0.5261, 0.0059)
6,.96,.9, 0.080 0.097 0.135 | Sb(4.1842,1.6587, 0.4794, 0.0061)

for Anderson-Darling’s test

0, 1.724 2.280 3.639 | B, (4.8106,2.6855, 35.5593,11.8700, 0.0500)
6, 1.275 1.617 2.468 | B;(3.6999,3.9108, 16.4841, 9.0300, 0.0740)
0, 1.056 1.314 1.953 | B, (4.9871,4.1479, 16.5432, 6.4500, 0.0600)

K==

0.687 0.827 1.161 | B;(4.6368, 6.6727,7.1680, 3.6356, 0.0521)

S

0
0,, 0, 0.633 0.753 1.037 | B;(3.0467,5.9239, 5.0944, 2.7870, 0.1000)
6,,0, 0.696 0.842 1.194 | B, (6.9638,4.5238, 17.7792, 3.8000, 0.0522)

6,.9,.6, 0.494 0.582 0.786 | SH(3.9578, 1.6861,2.5760, 0.0547)

4 Conclusions

The Generalized Weibull probability distribution plays an important role in a
statistical analysis of lifetime or response data in reliability and survival studies. In
certain parameters the function of Generalized Weibull Distribution agree with the
Weibull distribution function and the exponential distribution function. In this
work you can find how density of distribution depends on the parameters values of
the law.

In this work are presented models of the statistic distributions of the nonparametric
goodness-of-fit tests for testing composite hypotheses with the distributions family
(D).

It should be stressed, that obtained percentage points and models guarantee proper
implementation of the nonparametric goodness-of-fit tests in statistic analysis
problems if MLM is used. These results can’t be used with other estimations
because statistic distributions of these tests are essential depend on estimation
method [25].

The authors hope that release of the article will be conductive to decrease mistake
amount, committed in statistic analysis problems if nonparametric goodness-of-fit
tests are used [27].
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